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The threats to health system sustainability and resilience 
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Economic context

✓Legacy of crises: 
public finance deficits

✓Continued increases 
in public sector health 
spending anticipated

✓Concerns about how 
this will be paid for 
(sustainability of public 
finances)

Population health

✓Ageing and rising 
levels of chronic 
disease and 
comorbidity

✓Public health 
challenges

✓Inequalities

Health systems

✓Challenge of responding 
to changing population 
needs and demands

✓Marked variation in 
clinical practices and 
outcomes

✓Need for structural 
reforms – digital 
transformation



The urgency to deliver health systems value
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Increasing value-for-money of health services must be 
even more strongly emphasised. 

Achieving bold efficiency gains by cutting ineffective 
and wasteful spending, while also reaping the benefits 
of technology and the digital transformation of health 

systems, including Artificial Intelligence (AI), is 
imperative.

OECD, January 2024

OECD (2024), Fiscal Sustainability of Health Systems: How to Finance More Resilient Health 

Systems When Money Is Tight?, OECD Publishing, Paris

https://doi.org/10.1787/880f3195-en.
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What is data quality?
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• “Fitness for use”

• Multi-dimensional concept

• Multi-stakeholder perspective

Patients and clinicians
Healthcare managers
Public health agencies
Pharma and industry
Regulators and HTA agencies
Healthcare funders
…

i~HD holistic view 



Data quality dimensions
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Consistency
Data satisfy 

constraints
Completeness
Data values are 

present

Contextualisation
Data are 

annotated with 

acquisition context

Trustworthiness
Data can be 

trusted based on 

owner’s reputation
Timeliness

Data is promptly 

processed and up-

to-date

Uniqueness
Patient records are 

not duplicated

Correctness
Values are true and 

unbiased

Stability
Data are 

comparable 

among sources 

and over time

Representative-

ness
Data are 

representative of 

population



Completeness

Completeness
Data values are 

present

• Data items that are known to be collected/accessible, check 
whether individual data values are complete across patient visit 
records

• Frequency of missing data per variable:
→ Occurrences of absence (blanks)
→ Occurrences of nonsense (data entered in an incorrect format)

• Completeness score per variable



Consistency

• Consistency by type
→ Examine whether all data values are in the right format, as 

defined in the data dictionary

• Consistency by range
→ Examine whether numerical values fall within pre-specified 

ranges and whether categorical/character variables have values that comply with 
predefined response options as described in the data dictionary

• Consistency by multivariate rule
→ Examine for violations to data quality interdependency relationships

that have been defined between different variables

Consistency
Data satisfy 

constraints



Correctness

• Assess correctness of a subset of data variables by combining 
information across variables (multivariate correctness) or over time 
(longitudinal correctness).

• For example (based on diabetes data set)
BMI based on height and weight

Correctness
Values are true and 

unbiased



Uniqueness 

• Records representing a single patient are not duplicated
→ Number of completely duplicated data rows will be identified
→ Patient records/datasets will be checked to look for identical visit 

identifiers even though values or one or more data items might have 
different values

→ Patient records/datasets will be checked for those that had identical 
data while the visit identifier differed.  

Uniqueness
Patient records are 

not duplicated



Example DQ rule for height



Example completeness rules 

Completeness

• For all variables, except for:

o Use of insulin pump; Can only be complete if ‘types of diabetes 

treatment’ equals insulin.

o Glycaemic control – mean glucose; Can only be complete if sensor-

based continuous glucose monitoring equals yes.

o Glycaemic control – SD of mean glucose; Can only be complete if 

sensor-based continuous glucose monitoring equals yes. 

o Glycaemic control – TIR; Can only be complete if sensor-based 

continuous glucose monitoring equals yes.

o Glycaemic control – TIH; Can only be complete if sensor-based 

continuous glucose monitoring equals yes.



Example consistency rules

Consistency (by range)

• By range: The following ranges have been pre-defined for numerical 
variables, and their consistency (by range) should be checked against 
them:
o HbA1c; 4,0 – 6,0 rel.%

o Mean of glucose; 40 to 500 mg/dL

o SD of mean glucose; 0 – 350 mg/dL

o TIR; 0 – 100%

o TIH; 0 – 100%

o Total cholesterol; < 200 mg/dL

o LDL cholesterol

▪ Target value at low risk < 116 mg/dL

▪ Target value at moderately increased risk < 100 mg/dL

▪ Target value at high risk < 70 mg/dL

▪ Target value at very high risk < 55 mg/dL

o HDL cholesterol

▪ Male > 55 mg/dL

▪ Female > 65 mg/dL

o Triglycerides; < 150 mg/dL



The availability of structured information on medication safety and vaccines, in children
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Drug and Vaccine Safety data in the EHR

Each colour represents the percentage of sites collecting the data item in a particular format 

(n = 24 hospitals across Europe, collected during 2024)

https://doi.org/10.2196/72573 



Providing feedback to hospitals about their data quality maturity
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Massive opportunities to learn from health data, at all scales
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Individual level 
health data

Use for:
▪ Heath and outcomes 

monitoring
▪ Care pathways and 

continuity of care
▪ Telehealth, personal 

health
▪ Personalised medicine
▪ Prevention
▪ Reimbursement

Population level 
health data

Reuse for:
▪ Health services and 

resource planning 
▪ Quality and safety

monitoring, 
pharmacovigilance 

▪ Public health 
surveillance

▪ Public health services 
and strategy

Large scale
health data

Reuse for:
▪ Disease understanding 

and stratification
▪ Personalised medicine 

and bio-marker research
▪ Drug and vaccine

development 
▪ Digital innovation: 

devices, sensors, apps, AI



Big health data sharing initiatives
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• Multiple initiatives are scaling up health data access

• across jurisdictional, institutional and domain borders, for care or for research

• Emerging paradigm for analysing personally-identifiable health data: 

• federated infrastructure model: network of repositories with an overarching governance and interoperability layer

Slide originally created by Oliver Zobell and Stefan Bujok

Research 
data

Clinical 
trial data

Routine 
data

E     V     I     D     E     N     C     E

R  E  S  E  A  R  C  H 
H  E  A  L  T  H  C  A  R  E

HealthData@EU

MyHealth@EU



The federated query data flow
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EHR CDW
extraction

pseudonymisation

A
P
I

A generic data resource
supporting multiple re-use

purposes and users

Hospital retains and uses 
pseudonym keys to maintain the data

(never shared)

Only aggregated data (patient 
counts) leave the hospital 

Privacy Enhancing Techniques
e.g. suppress small counts

Full audit trail inside hospital

Researcher builds 
analysis query using 

semantic tools

federated query

Researcher receives only 
aggregated data set and 

analytics
(Never patient-level 

data)
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THE EHDEN FEDERATED DATA NETWORK

A
R
A
C
H
N
E

Analysis query

Aggregated results

EMR
LIMS

Rx
Dx

Admin
…
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Local Governance 
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…
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…
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Local
Database 

OMOP
Database 

Local Governance 

ATLAS

Many different open-source 
tools (cohort builder, 

estimation, incidence rate, 
….)

EHDEN is developing new 
tools and dashboards.

The EHDEN 
platform

Slide courtesy of Peter Rijnbeek, EHDEN



The European Health Data Space

20



Secondary use data categories
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Types of data
• Health, healthcare, broad 

determinants of health
• Socio-economic, 

environmental, education, 
occupation

• Behavioural health
• Pathogens
• Genetic, genomic, all ‘omic 

and molecular data
• Automatically-generated 

personal health data
• Health insurance, claims, 

reimbursements

Sources of data
• EHR
• Medical/in vitro devices
• Wellness apps
• Registry data (many kinds)
• Clinical trials, studies, 

investigations that have 
ended under the Clinical 
Trial Regulation

• Research cohorts, surveys 
(after first publication)

• Biobanks

Ancillary data
• Treating health 

professional details
• Aggregated health needs, 

access to services
• Healthcare financing, 

resource allocation



EHDS permitted and prohibited purposes for secondary health data use
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Public interests for public and occupational health
• cross-border threats to health
• public health surveillance
• healthcare quality  and patient safety
• safety of medicines and devices

Policy making and regulatory activities

Statistics related to health and care

Higher education and teaching in health and care

Scientific research contributing to health, HTA or care
• product and service development and innovation (e.g. medicines)
• training, testing and evaluating of algorithms, digital health tools

Improving  and optimising delivery of care

Developing products or services that may legally, 
socially or economically harm individuals or groups
• illicit drugs, alcoholic beverages, tobacco products
• products or services that cause addiction or contravene public order

Decisions that exclude persons or groups, or provide 
less favourable terms, for products and services

Advertising or marketing activities

Activities in conflict with ethical provisions pursuant to 
national law

Decisions with effects detrimental to a person based on 
their electronic health data
• e.g. legal, employment, insurance, pension, banking, mortgaging of 

properties
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Data catalogue information properties
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Always provided
• Unique identifier
• Category e.g. EHR, biobank
• Title and description
• Descriptive keywords
• Health themes (coded)
• Applicable legislation
• Landing web page
• Publisher and contact
• Provenance (origin, 

creation)
• Purpose of creation
• Geographic coverage
• Sample data extract or 

mockup

Recommended
• Schema conformity
• Coding systems e.g. 

SNOMED and actual codes 
used

• Legal basis for the data set
• Data privacy ontology terms
• Data Quality and Utility 

label
• Accrual periodicity
• Publications used or 

referenced
• Source, if a derived data set
• Related data sets 

Standard properties: Theme = HEALTH,  Type = PERSONAL_DATA,  Access rights = NON_PUBLIC

Recommended
• Population demographic 

coverage
• Time period covered by the 

data
• Number of records
• Number of individuals
• Age ranges
• Links to any data 

distribution analytics

Plus other optional properties
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Secure Processing Environment (SPE)

• SPE setup to restrict data access to authorised users

• Access limited to data adequate, relevant, and necessary for 

specific, approved purposes

• Pseudonymised data provided unless anonymised data suffices, 

with strict controls on de-identification

• Download of personal data strictly prohibited 

• State-of-the-art measures to prevent unauthorised data 

modification, access, or removal

• Logging and monitoring of activities within the SPE for 

compliance and audit purposes

26



Personalised and Precision Medicine - societal needs
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AI

Biological markers
Novel assays, 

mass production

Clinical evolution

(phenotypes)

Better quality, more 

integrated EHRs

Lifestyle patterns,

Familial traits

More data from patients 

and citizens

Federated 

networks

Big data 

analytics

Risk factor profiles

Personalised prevention

Sharper diagnosis

Better targeted therapies

Individualised trajectories

Personalised care plans

To be 
accelerated through 
new EU Regulations



Clinician wish list for AI in cardiomyopathy (2024)

• Utilise the history, examination findings, labs, echo and electro 
cardiography to quantify the probability

• that the patient has a diagnosis, or is at high risk of developing, HCM 
(e.g. young athletes)

• that the patient will develop an arrhythmia in the future

• of HCM occurring within the next 1-3 years,

• of any patient-modifiable risk factors e.g. lifestyle

• if generalist should refer a patient to an HCM specialist

• of sudden cardiac death caused by an arrhythmia

• estimate the risk of progressive hypertrophy causing obstructive 
symptoms and potentially leading to heart failure

28



EU AI Act
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“In the health sector where the stakes 
for life and health are particularly 
high, increasingly sophisticated 
diagnostics systems and systems 
supporting human decisions should 
be reliable and accurate.

High-risk AI systems shall be designed 
and developed in such a way to 
ensure that their operation is 
sufficiently transparent to enable 
users to interpret the systems’ output 
and use it appropriately. An 
appropriate type and degree of 
transparency shall be ensured.”



Obligations for high risk AI
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• Adequate risk assessment and mitigation systems

• High quality datasets feeding the system to minimise risks and discriminatory 

outcomes

• Logging of activity to ensure traceability of results

• Detailed documentation providing all information necessary on the system and 

its purpose for authorities to assess its compliance

• Clear and adequate information to the user

• Appropriate human oversight measures to minimise risk

• High level of robustness, cybersecurity and accuracy

• Conformity assessment (by notified body) and EU registration



Ensuring good health data for the training of AI algorithms
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1. Perform a risk assessment, plan mitigation measures 

2. Appoint a data quality manager, set up a data quality process

3. Select appropriate data sources to the intended context of use

4. Select training and validation data covering appropriate patients

5. Assess data quality, representativeness, mitigate bias

6. Document the use of data (transparency, explainability)



Assessing risk in relation to AI autonomy
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Bitterman, Danielle S et al. Approaching autonomy in medical artificial 
intelligence. The Lancet Digital Health, Volume 2, Issue 9, e447 - e449



Data must be relevant, high-quality, and representative of the patient 
populations to be served 

• Data used to train and validate healthcare AI systems must 

be examined for potential biases, such as 

overrepresentation of certain ethnicities, genders, or age 

groups, and underrepresentation of others

• Developers are expected to document their data sources, 

assess their suitability for the intended purpose, and describe 

the steps taken to identify and mitigate biases

• There is also an expectation of ongoing monitoring, 

particularly for systems that learn and adapt over time

33



Appoint a Data Quality Manager to:

• Develop a Standard Operating Procedure, proportionate to the risk assessment

• Define and oversee the data quality tools and processes to be used, ensure users are trained and 

tools are kept up to date

• Establish and maintain a library of dimensional data quality rules

• Conduct continuous and discrete data quality assessments for both training and validation data

• Identify and investigate data quality errors when they are detected. 

• Collaborate with all stakeholders within the organisation and with data sources to implement 

corrective actions when data quality errors are found

• when to apply statistical corrections

• when to use synthetic data to compensate for bias

• when to reject data as being unsuitable

• Formalise how data quality and bias assessments and mitigations are reported in system 

documentation, transparency notices, regulatory submissions

• Ensure that all members of the organisation are appropriately trained

34



Tracking complex data mapping pipelines 
= quality risks or opportunities
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For example, compare the quality profile at these two points: 
has it degraded or been enhanced?



Evidencing that high quality data has been used
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Evidencing that high quality data has been used
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Evidencing that high quality data has been used
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1. This should be provided using statistical quantitative 

metrics, e.g. age: median and interquartile range; 

condition name as a coded clinical term(s); severity 

using an ordinal scale or coded clinical term(s). Where 

there are established metrics for a data element these 

should be used if they apply.

2. This column should be used to indicate the 

alignment of the data set value distributions with 

published population distributions regarding the 

patients, conditions and treatments in the data. The 

source of the published reference data should be 

provided, and how the comparison has been made.



Evidencing that high quality data has been used

39

* The data quality dimensions that could be used are: 

Completeness, Consistency, Correctness, Timeliness, Stability, 

Contextualisation, Representation, Trustworthiness, Uniqueness

** Data lifecycle point (at the source, after ingest from the 

source, after transformation to a common data model and 

semantics etc.) * Decision/action: reject the data element, clean, impute missing values…



Enhancing the quality of already-collected data
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Extract from text 
via NLP

Corrections and 
inferences via AI

Better quality data 
to patients, clinicians, 

hospitals

More accurate data
for research

Heterogeneous data types in EHRs

Map structured and coded data
to a common semantic modelReview and curation by the 

patient, caregiver or experts



Obligations for high risk AI
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• Adequate risk assessment and mitigation systems

• High quality datasets feeding the system to minimise risks and discriminatory 

outcomes

• Logging of activity to ensure traceability of results

• Detailed documentation providing all information necessary on the system and 

its purpose for authorities to assess its compliance

• Clear and adequate information to the user

• Appropriate human oversight measures to minimise risk

• High level of robustness, cybersecurity and accuracy

• Conformity assessment (by notified body) and EU registration



What information will give patients confidence to trust AI?
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• When their clinician is using AI to 

• confirm their diagnosis

• predict their risks of deterioration or complication

• determine the most suitable treatment

• When they are invited to use an AI device or app to

• monitor  their condition at home and track when there is a concern 

• advise on drug dosing or a lifestyle risk factor

• escalate care when it is appropriate
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PersonAlisation of RelApse risk in autoimmune DISEase

• To determine the early signals of vasculitis relapse

• To provide a prediction on the likelihood of relapse as 

early as possible, in order to trigger early treatment

• The aim is to reduce the intensity and duration of 

escalation therapy, such as steroids, and minimise the 

impact on the quality of life of the patient when they 

experienced a relapse

• The patient population in the source data has been 

characterised by; age, gender, country, or other factors 

which are known modifiers of relapse risk and compared 

with the literature regarding the distribution of vasculitis, 

and found to be comparable

• The AI component will be incorporated within an advisory 

system that generates alert messages for clinical review

• No autonomous decisions will be actioned as 

communications to other health and care professionals, 

therapy changes or directions to the patient



A PARADISE AI fact sheet for patients 
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Mixing the ingredients for the AI clinician factsheet

• Other factsheets: i.e. Coalition for Health AI (CHAI)-Model card

• AI ACT requirements over information

• MDR requirements over information

• HCP friendly



HCP factsheet content

• The health and care objective, 

• Data used for development and validation, 

• Data Quality & Bias Safeguards, 

• AI Autonomy & Supervision Safeguards, 

• Evidence of effectiveness and safety,

• Approval obtained per jurisdiction,

• Technical adoption guidance, 

• Clinical usage guidelines,

• Disclaimers
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Published in:
Defining digital medicine 
Elenko E, Underwood L, Zohar D 
Nature Biotechnology 2015:33(5); 456-461

The Digital Patient

The Quantified Self

Health kits, Research kits 

Watches

Trackers

Real Word Evidence

Social media

Virtual communities

Living Labs Virtual Physiological Human

Mathematical modelling

Real World Data

Biobanks

Electronic health and care records

Personal health records

Disease registries
Claims databases

Cohort studies and biobanks

Clinical trials data, electronic case report forms

Mobile health apps

Wearable sensors

Lab on a chip

Geo-sensors

Climate

Air quality

Social networks

In the last 5 years, more scientific data has been 
generated than in the entire history of mankind

90% of the data in the world today 
has been created in the last 2 years

Personal sensor data is expected to grow 
from 10% of all stored information 

to ~90% within the next decade 

> 1 billion people have access to 
mobile broadband internet 

There are almost 
as many personal assistant AI bots 

on the planet as people

The Human Genome

Proteome

Micro-biome

Simulation

Big Data Spaces

The connected patient 

Food



6 grand challenges
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Limited uptake of interoperability standards
e.g. reimbursement systems do not favour care collaboration

Prevalence of poor (structured and coded) data quality
e.g. too little data is analysed by healthcare organisations

Digital health considered only as a cost and not an investment
e.g. cost savings from data driven care are not linked to the value of the data

Data protection concerns often block data sharing and reuse
e.g. insistence that explicit patient consent is required for every data use

Poor levels of public trust in the secondary use of health data
e.g. little understanding of innovations developed by industry through health data

Lack of incentives to share data: for care and research
e.g. data is a secret sauce and not a common resource
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